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Introduction 
Numerous studies about educational incentives describe decision-

making frameworks for reinforcement (Doll et al., 2013; Maggin et 

al., 2011; Schweyer, 2021; Simonsen et al., 2008).  Practical 

strategies for incentivization must be evidence-based in order for 

teachers and administrators to know what works in the real world. 

The problem with many incentive-based studies is a lack of in-

depth statistical models that generalize, synthesize, and corroborate 

stated findings. There is a lack of uniformity in terms of program  

 

 

implementation, even though past literature on incentives address 

the use of them. In education, incentives are frequently stereotyped 

as tools for struggling learners and individuals, which can 

influence perceptions and possibilities concerning their use 

(Dreger, 2017). This creates alarming inconsistencies between 

what educators say is effective and what the statistical data actually 

shows. More objective information needs to be available to 

discover what is actually happening in the classroom and provide a 

Abstract 

There is a need for more statistical, computerized representations in studies via fixed effects and mixed effects models. This article 
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educational interventions and (b) practical mixed-effects modeling that is relevant for determining how treatment effect size fits 
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way to look at an incentive-based treatment plan in an unbiased 

way.  

A statistical model is one way to objectively represent data while 

taking into account possible systemic variables and effects. 

Statistical models help to represent and determine key influences 

within environments and among participants. Statistical models are 

important because they can help to account for different factors in 

the environment, support research claims, explain important 

phenomena, summarize data trends, and apply STEM (Science, 

Technology, Engineering, and Mathematics) fields to real-world 

problems (Gordon, 2019; Winter, 2013). Statistical model 

construction is not comfortable for everyone, but it can be crucial 

in demonstrating actual treatment effects and outcomes.   

Because of the current state of incentive-based strategies in 

research and practice, a meta-analytic study was created by the 

author to address the issues found. The purpose of this article is to 

determine how statistical, mixed-effects models of reinforcement 

can be used for meta-analytic research about student support 

systems. It answers the following questions: (a) To what extent do 

significant predictors exist for treatment effects pertaining to time 

and type-based reinforcement with middle school students? and (b) 

What data trends, if any, exist from meta-analytic, mixed-effects 

models about incentives for middle school students? The ultimate 

significance of this research is that it addresses the frequent lack of 

generalizability, standardization, rigor, and statistical corroboration 

in educational studies about incentives by demonstrating a system 

of analysis that reflects reinforcement environments as a whole.  

Conceptual and Practical Frameworks 

This section provides the theoretical and conceptual foundations 

necessary for relating important study variables to one another. 

Empirical and practical frameworks help to  make sense of the 

research questions and the data that are discovered as a result of the 

research process. Within educational environments, there need to 

be outcome-based supports in place that ease the burdens, 

pressures, and problematic situations placed on individuals in the 

workplace (Maggin et al., 2011; Schweyer, 2022). Incentive 

systems or any other consequence system must align with decision-

making frameworks that are relevant within the school system. 

This alignment helps synthesize appropriate causes, effects, and 

goals. Figure 1 provides an illustration of support frameworks that 

are relevant to reinforcement. 

 

Figure 1. Venn Diagram outlining decision-making frameworks. 

Note. CCSS = Common Core State Standards; PBS = Performance-

Based Standards; RTI = Response to Intervention; MTSS = Multi-

Tiered System of Support; SWPBIS = School-wide Positive 

Behavior Interventions and Supports; PCBS = Positive Classroom 

Behaviors and Supports; PBIS = Positive Behavior Interventions 

and Supports. 

An example of an alignment tool that is used for schoolwide 

incentives with students is  found with the National Technical 

Assistance Center on Positive Behavior Interventions and Support 

(2017) about Multi-tiered System of Support (MTSS). MTSS 

addresses tiered supports for achievement and behavior, and it is 

recommended for K-12 school systems. The systems that help to 

provide the environmental contexts modeled within the study are 

as follows: MTSS, Response to Intervention (RTI), Positive 

Behavior Interventions and Supports (PBIS), Positive Classroom 

Behaviors and Supports (PCBS), and token reinforcement systems.  

Historical Context for Instructional Support Systems 

Initial developments for MTSS can be traced back as early as the 

1980s because MTSS expands and extends the support systems 

created within Response to Intervention (RTI) and Positive 

Behavioral Interventions and Supports (PBIS) (Sugai & Horner, 

1999; Sugai & Simonsen, 2012). RTI was a framework that 

became popular within the Individuals with Disabilities Education 

Improvement Act (IDEA) in 2004 as an alternative to basing 

placement decisions solely on intelligence tests and other 

psychometrics (Fuchs & Fuchs, 2006; Preston et al., 2015). 

Performance-Based Standards (PBS) were increased during this 

time to help provide objectives for what students should be able to 

do each school year.   An example of performance-based standards 

that are used today to shape K-12 curricular needs are the Common 

Core State Standards (CCSS). RTI supports may be based on 

guidelines from academic standards. Within RTI, instructional 

support occurs in three tiers: Tier 1 (general instructional supports), 

Tier 2 (intensive, small group supports), and Tier 3 (individualized 

supports). Struggling learners get additional academic supports, 

particularly with a focus on at-risk students, special needs students, 

and students with learning disabilities (Preston et al., 2015). PBIS 

uses a similar 3-tiered system, but the emphasis is on the 

behavioral needs of students. This is not just about students with 

disabilities and risks, but it pertains to school-wide, class-wide, and 

individual supports (Averill & Rinaldi, 2015). MTSS encompasses 

all supports needed for integrative student success, including 

academic, social, emotional, and behavioral supports (Averill & 

Rinaldi, 2015; Howley et al., 2023; Walker et al., 1996). Hill 

Walker originated the development of MTSS (Walker et al., 1996). 

Essential initiatives for the MTSS alignment and integration 

process are as follows: (a) Coordinate and lead alignment process 

with an executive level team; (b) Define the valued outcome(s) to 

be achieved; (c) Develop an inventory of the related initiatives that 

are currently implemented across the district; (d) Identify the core 

system features for initiatives targeted for alignment; (e) Analyze 

and make decisions for alignment of initiatives; and (f) Design the 

plan for effective alignment including implementation, evaluation, 

and professional development. According to the School 

Superintendents Association (2014), fidelity is crucial to the 

success and implementation of supports systems, particularly the 

Positive Behavioral Interventions and Supports (PBIS) framework. 

PBIS and similar support systems address intervention 

requirements that are in compliance with the Individuals with 

Disabilities Education Act (von Ravensberg & Blakely, 2017). 

These expectations are useful for RTI and MTSS frameworks as 

well.  
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Positive Classroom Behavior Support 

Furthermore, Swain-Bradway et al. (2017a, 2017b) identify 

Positive Classroom Behavior Support (PCBS), which is different 

from PBIS. PCBS is an umbrella term for positive practices in 

relation to behavior, whereas PBIS is a type of tiered system that is 

an example of PCBS. When PBIS is incorporated throughout 

schools, it is often known as SWPBIS. SWPBIS would be on the 

same level as PCBS because it meets similar requirements. This 

brings up the fact that PBIS is not always implemented for all 

districts, schools, or classrooms. The program breadth and depth 

can vary according to school system. MTSS would also be an 

example of a system that has PCBS. PCBS data can address the 

areas of fidelity, outcomes, and equity in system practices. 

Interventions may address various areas, including settings, 

routines, expectations, prevention strategies, responsive strategies, 

organizational funding, and data systems (Siegel, 2021; Swain-

Bradway et al., 2017a, 2017b; U.S. Department of Education, 

2021). A fully-functional PCBS system needs the following before 

and during implementation: (a) PCBS training, (b) School-wide 

positive behavioral support practices, (c) Policies and operating 

procedures for recruiting and hiring staff, (d) Clearly defined 

policies and procedures, (e) Ongoing professional development 

opportunities, (f) School investment in evidence-based curriculum, 

(g) Investment in district-wide data systems, (h) Collection and use 

of classroom data for decision-making, (i) Specific school-wide 

strategies for positivity, reinforcement, and expectations, (j) A 

formal process exists for requesting assistance, and (k) Policies and 

operating procedures for annual evaluation of personnel and 

systemic features. Based on the information in this list, it is 

observed that reinforcers are used within and alongside other types 

of systems.  

Classroom Reinforcement 

Additionally, Simonsen et al. (2008) discovered essential 

characteristics of effective, evidence-based classroom 

management, which included reinforcement: (a) Maximize 

structure; (b) Post, teach, review, monitor, and reinforce 

expectations; (c) Actively engage students in observable ways; (d) 

Use a continuum of strategies for responding to appropriate 

behaviors; (e) Use a continuum of strategies to respond to 

inappropriate behaviors. They go further to say that reinforcement 

is used as a strategy for responding to both appropriate behaviors 

and inappropriate behaviors. Reinforcement refers to an event-

based consequence that increases the likelihood for a behavior to 

occur again (Ferster & Skinner, 1957). It can improve engagement, 

social skills, motivation, behavior, and self-reflection during class 

activities. For instance, it is possible to have tokens address 

particular groups of students, such as those with autism (Whitney 

et al., 2018). A basic definition of tokens that is often used within 

research is provided by Skinner (1953). A token is a ―generalized 

reinforcer distinguished by its physical specifications‖ (Skinner, 

1953, p. 79). In other words, a token is an item with physical 

properties that is used as an exchange system for goods and 

services. Examples include money, points, tickets, badges, coins, 

coupons, stars, stickers, and checks. In a token system for the 

school setting, students accumulate items for appropriate 

behaviors, actions, and situations. These items are exchanged for 

more desirable items. Prize lists are developed for activities that 

require a token exchange. Token reinforcement systems can be 

schoolwide, classwide, and individuated. Token options ―can 

depend on the setting, population, manager‘s or teacher‘s 

preference, cost, among other considerations‖ (Doll et al., 2013, p. 

134).  Tokens can be included with students of varying abilities, 

but the reinforcement used may not necessarily reflect what is 

preferred by all students. The amount of choice and the structure of 

token systems would determine their feasibility.  The idea of token 

reinforcement, however, does not imply mandatory ability 

grouping. Ability grouping is a concept required within merit 

systems, but it is optional within token systems. 

Summary of System Connections  

A multi-tiered approach to educational intervention provides an 

alternative in decision-making that can be used separately from and 

simultaneously with standardized measures of intervention. MTSS 

instructional supports combine tiered supports found in RTI and 

PBIS. Effective MTSS in schools have PCBS as part of their 

implementation. Reinforcement is a requirement of PCBS, and an 

example of a reinforcement system is a token system. This means 

that MTSS, PBIS, and RTI can include token systems as an option 

for instructional support because token systems can address 

situations related to behavior, performance, social communication, 

emotional regulation, and motivation.  

How do the intervention systems address the research questions? 

All of the data used for this study have forms of practical 

reinforcement for students. The first research question is asked to 

provide clarity on the types of factors that influence the effects of 

token reinforcement systems used for educational purposes. If 

significant predictors can be found, then those who implement and 

design support systems such as MTSS can be better informed about 

what consistently works for students. Teachers and administrators 

can help create more effective learning environments when they 

are aware of what is happening. Their decisions would be based on 

outcomes that are more representative of students as a whole. The 

second research question is asked in order to determine if there are 

any statistical trends in the data. Token systems are sometimes 

perceived as relevant only to struggling learners or traditional 

psychologists. It is important to know if this perception actually 

matches  the factual results found from a variety of studies about 

different reinforcement systems.  

How is a meta-analytic study useful in this education context? A 

meta-analysis is a study of studies, encompassing a large body of 

research from multiple sources about a particular topic of interest 

(O‘Rourke, 2007; Paul & Barari, 2022). It is more thorough than a 

literature review, and it includes statistical information to support 

literary and empirical claims. It can be used to further support 

claims in systematic reviews, research studies, and educational 

practice.  It is specifically used to discover trends in data, increase 

statistical power of claims, and to determine more generalized, 

unbiased results. Token incentives are known as a strategy of 

differentiation, but there are other factors that can influence the 

results. For instance, results from a mixed methods study in Dreger 

(2017) indicated performance outcomes were influenced by ability 

grouping. A quasi-experiment, interviews, and focus groups were 

conducted for the study. The control group had higher math scores 

than those who received token interventions (i.e., points and coins). 

The control group contained more accelerated students than the 

treatment groups as well. This means that more struggling students 

received the token interventions from the teachers, which was not 

discovered until the interviews were conducted. Two out of the 

three math teachers directly interviewed about token interventions 

had the perception that struggling students needed the interventions 

more, which could have further influenced the administration of 

the treatment. The meta-analysis in this article was conducted to 
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determine (a) if performance-based and ability-based influences 

extended to other studies in education and (b) if there were other 

influences that needed to be discovered. The two research 

questions address these areas of concern with modeling in mind. 

Because modeling and testing were conducted in R statistical 

software to answer the research questions, the tests generally 

assume that the null hypothesis is true. This is our hypothesis for 

the meta-analysis, which means we expect no significant 

differences between and among the groups analyzed.  

Methods  
Permission was obtained to conduct a quantitative meta-analysis in 

2018 as a follow-up to the results of Dreger (2017), which was 

supervised by the Institutional Review Board (IRB) at Valdosta 

State University. Figure 2 illustrates the process required to 

conduct this study. After approval was obtained, studies found to 

be relevant to reinforcement were summarized. The studies within 

this article pertain to token reinforcement use within middle grades 

as an instructional intervention. The focus on middle grades and 

token reinforcement was specifically done to build on previous 

mixed methods research, descriptive research, and analytic 

research by the author (Dreger, 2017; Dreger & Downey, 2021; 

Dreger & Downey, 2022). Dreger & Downey (2022) also address 

the same meta-analysis discussed in this article; however, this 

article expands on the previous discussion by providing conceptual 

and statistical information not covered within the previous article. 

Research databases within EBSCOhost, ProQuest, and PsycINFO 

were used to acquire past studies pertaining to token reinforcement 

and middle grades information. Search terms paired with the words 

reinforcement and middle grades included type (i.e., schedule, 

curriculum, students, design, teacher, classroom, environment, 

instructional strategies, and testing), student development, goals, 

socioeconomic status, culture, race, gender, attendance, attention, 

politics, location, parental involvement, and community 

partnerships. 

 

 

 

Figure 2. General Methodology for Study 

To document validity and reliability of each study, a checklist was created from recommendations made by Creswell (2009), Creswell and Plano 

Clark (2011), Maxwell (2012), and Ahn et al. (2012). Each of the studies were assessed according to items on the checklist (See Appendix A). 

The studies were given a grade based on the amount of items that existed within the given studies. There were 32 items on the checklist. A score 

of 23 or above was required in order for studies to have a passing score (i.e., at least 70%).  

Out of the 129 studies reviewed, there were 31 studies from journal articles and dissertations that had enough satisfactory information for meta-

analyses or effects-based modeling (n = 5,765). Most of the studies contained the information necessary for basic procedures. The basic 

information required for data analysis are means and standard deviations for a particular dataset. These means and standard deviations were 

provided for the study by default within previous literature, or they were calculated from the raw data given within previous studies for this 

topic. In Table 1, important characteristics of each study (i.e., sample size, year, location, study type, outcome measured, and grouping variable) 

are summarized in chronological order. 
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Table 1  

Important Study Characteristics 

Study n Year Location Type Outcome PGV 

Hoeltzel 4 1973 West EC Performance Time 

Cross 86 1981 Other EC Behavior Performance Time 

Miller 135 1981,1985 South EC Performance Treatment 

Simon, Ayllon, and Milan 7 1982 South CA Performance Behavior Treatment 

Novak and Hammond 28 1983, 2001 West EC Performance Treatment 

Gaughan 40 1985 Northeast CA Performance Time 

Ames and Archer 176 1988 Midwest SQ Motivation Time 

Devers, Bradley- Johnson, and Johnson 25 1994 Midwest EC Performance Treatment 

Truchlicka, McLaughlin, and Swain 3 1998 West EC Performance Time 

Swain and McLaughlin 4 1998 West EC Performance Time 

Baker and Wigfield 370 1999 South SQ Motivation Performance Time 

Taylor 60 2000 West EC Performance Behavior Treatment 

Wulfert 114 2002 Northeast EC Performance Behavior Treatment 

Popkin and Skinner 5 2003 South CA Performance Time 

Urdan and Midgley 555 2003 Midwest SQ Performance Time 

Self-Brown and Mathews 71 2003 South EC Motivation Treatment 

Hansen and Lignugaris/Kraft 9 2005 West EC Behavior Time 

Strahan and Layell 479 2006 South CA Performance Treatment 

Unrau and Schlackman 470 2006 West CA Performance Time 

Marinak and Gambrell 75 2008 Northeast EC Motivation Treatment 

Young-Welch 400 2008 Midwest EC Behavior Performance Treatment 

Mucherah and Yoder 388 2008 Midwest CA Performance Time 

Yager 60 2008 South SQ Behavior Treatment 

Lynch et al. 6 2009 Northeast EC Performance Time 

Borrero et al. 3 2010 Other EC Behavior Time 

Hayenga and Corpus 343 2010 West CA Performance Time 

Abramovich, Schunn, and Higashi 51 2013 Northeast SQ Motivation Time 

McClintic-Gilbert et al. 90 2013 West SQ Motivation Time 

Habaibeh-Sayegh 60 2014 Midwest EC Behavior Performance Time 

McDonald et al. 3 2014 South EC Behavior Time 

Dreger 205 2017 South EC Performance Treatment 

Note. EC = Experimental/Causal; CA = Correlation/Ambiguous Methods; SQ = Survey/Questionnaire; PGV = Primary Grouping Variable. 
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Microsoft Excel spreadsheets were made to transfer key information into data tables. Data tables with appropriate formatting for statistical 

analysis were transferred to R Statistical Language (Base Software), RStudio, and R Commander to start and complete the data analysis stage of 

the information gathered.  The tabular data were used to create meta-analytic models of the 31 studies. Figure 3 summarizes all of the parametric 

and non-parametric models necessary for the study.  

 

Model Diagram for Testing and Analysis (3 Levels) 

 

 

Figure 3. Diagram of parametric and non-parametric modeling for this study, where FE = Fixed Effects, RE = Random Effects, Year = Study 

Year; Location = Study Location; Type = Study Type; SCat = Number of Sessions; id = Study id; var = Variance; n = Sample size; OCM = 

Study Outcome; PGV = Primary Grouping Variable; ESDIR = Effect Size Direction. 

The Level 1 Model is the individual, student level. The Level 2 Model A equation is the school level, general study characteristics. Level 2 

Model B is a comprehensive model that includes all relevant variables from both levels. All models have effect size as the dependent response 

variable. The specific procedures that were necessary to complete the modeling were as follows: Gather Data, Create the Model(s), Test 

Assumptions, Test the Model(s), and Interpret the Data. A checklist was developed in order to keep track of the strategies needed to complete 

each step (See Appendix B). Due to the fact that the school environment contains both expected and unexpected occurrences that may affect 

treatment effects, mixed effects modeling was the most appropriate method of modeling for this investigation. Mixed effects modeling is similar 

to basic regression in that there are predictors, response variables, and one or more equations based on specific effects; however, there are key 

differences in terms of accountability and complexity (Dreger & Downey, 2022; Gordon, 2019). In this instance, there are multiple levels of 

modeling that reflect the multiple tiers of supports (i.e., individual and group) that are necessary in such systems as MTSS, PBIS, and RTI. 

Variables necessary for modeling were the following:    

 Effect Size (es) –  It ―refers to the magnitude of the relation between the independent and dependent variables, and it is separable from 

statistical significance, as a highly significant finding could correspond to a small effect , and vice versa, depending on the study‘s 

sample size‖ (Funder & Ozer, 2019, p. 156). Factor-based thresholds of Small, Medium, Large, and Trivial were created during rank-

based analysis. Hedges‘ g was used to calculate effect size. 

 Sample Size (n) – The number of participants in a study sample, symbolized as n. Like effect size, initial testing involved a continuous 

variable until rank-based modeling had to be performed. Factor-based thresholds of Small, Medium, Large, and Trivial were created 

during rank-based analysis.  

 Outcome (OCM) – Continuous, numerical results for performance, behavior, and motivation that were the basis for a study.  For 

instance, performance scores would be an outcome for a study about student performance differences. This is symbolized as OCM. 

 Primary Grouping Variable (PGV) – Pertains to how study treatments were organized. In terms of reinforcement, there are type-based 

and time-based studies. Coded as 1 (time) and 2 (type).  

 Effect Size Direction (ESDIR) – The sign of an effect size number that tells the direction of the effects (positive or negative). Coded as 

1 (positive) and 2 (negative). 

 Identification number (id) – The number assigned to each study to keep track of what was read. The first work of literature read 

received the first id number.  

 Variance (var) – Effect size variability and dispersion, represented as a number. This was used as a continuous variable until ranked-

based analysis, where explained variance was categorized into Trivial, Small, Medium, and Large.  

 Study Year (Year) – The year in which the study was completed, sorted according to important literary periods found from the literature 

review: (a) 70s to 80s, (b) 90s to 00s, and (c) 00s to 10s.  

 Location (Loc) – Where the study took place and/or the affiliated areas pertaining to study implementation. Categories used were 

Northeast, Midwest, South, West, and Other. The defined categories pertain to studies located in the United States. Other refers to 
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ambiguous locations and combinations of locations that do not specify a particular region in the United States.  

 Study Type (Type) – The design of the study (i.e. experimental, ambiguous yet correlational, survey/questionnaire). 

 Number of Sessions (SCat) – The number of sessions required to complete the study, sorted according to frequency (At Most Two, 

Multiple Sessions, Weeks to Months, Year at Least). 

 Error (e) – Representative of anything not accounted for within the study that would be of concern, including programming errors, 

unknown confounding, reporting bias, technical glitches and statistical mistakes. In mixed-effects modeling, this would not be 

numerically calculated.   

 

After general models were chosen that fit the data, specific procedures for model fitting and analysis could start.  The modeling procedures in R 

were recommended by Christensen (2016, 2019), Del Re (2015), Koller (2016), Kuznetsova et al. (2017), McNeish and Kelley (2018), Lawson 

(1983), Mertler and Vannatta (2013), Tabachnick & Fidell (2007), and Winter (2013). There were six essential assumptions that were tested 

within the data variables: linearity, collinearity, independence, influential weights, equal variances, and normality. Then, the actual models were 

tested from this point. Initial testing involved the parametric, untransformed WB-MEM models in Figure 2. They were named Model Level 1, 

Model Level 2A, and Model Level 2B. They were stored in R as follows:  

 Level 1 Model: es ~ n + OCM + PGV + ESDIR + (1|id) + (1|var) + e 

 Level 2 Model A: es ~ Year + Loc + Type + SCat + (1|id) + (1|var) + e 

 Level 2 Model B: es ~ Year + Loc + Type + SCat + n + OCM + PGV + ESDIR + (1|id) + (1|var) + e, where es = effect size, Year = 

study year,  Loc = location, SCat = number of sessions, n = sample size, OCM = outcomes, PGV = primary grouping variable, ESDIR 

= effect size direction, (1|id) = id number in random effects form, (1|var) = effect size variance in random effects form, e = error 

After transformations and initial testing, the models were labeled non-parametric and non-linear due to violations within the results. Once non-

linearity was fully established, supplemental models were needed to explain additional violations within the untransformed models. The WB-

MEM Models were transformed into ordinal models in Clmm2: 

 Level 1, Model 1: es ~ n + OCM + PGV + ESDIR + (1 | id) + e 

 Level 1, Model 2: es ~ n + OCM + PGV + ESDIR + (1 | var) + e 

 Level 2, Model 1: es ~ Year + Loc + Type + SCat + (1 | id) + e 

 Level 2, Model 2: es ~ Year + Loc + Type + SCat + (1 | var) + e 

Ordinal procedures are appropriate when parametric assumptions are violated or there are bivariate/ordinal data that exists in the dataset (Cangur 

et al., 2018). ANOVA-based likelihood ratio tests and ranked ANOVAs (RANCOVAs) with smoothing functions were completed using the four 

Clmm2 ordinal models. The packages car, compute.es, effects, ggplot2, multcomp, and WRS2 were used to analyze the data. The RANCOVA 

procedures were recommended by McSweeney and Porter (1971). Olejnik and Algina (1984, 1985) point out that these procedures are modeled 

after and have similar results to the Quade (1967) method.  

Results 
Statistical results for the 31 studies are explained individually and in aggregate. Relevant subgroups and percentages are presented in Table 2. 

The random effects id (id number) and var (effect size variance) did not have subgroups, so they were not included in Table 2. 

 

Table 2 

Counts and Percentages for response and fixed effects 

Variable Subgroup for Variable Study Count Study Percentage 

ES Trivial 9 29.03 

ES Small 6 19.35 

ES Medium 4 12.90 

ES Large 12 38.71 

n Trivial 9 29.03 

n Small 8 25.81 

n Medium 12 38.71 

n Large 2 6.45 

OCM Performance 15 48.39 

OCM Behavior 4 12.90 

OCM Motivation 5 16.13 

OCM Combination 7 22.58 

PGV Time 18 58.06 
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PGV Treatment 13 41.94 

ESDIR Positive 19 61.29 

ESDIR Negative 12 38.71 

Year 70s-80s 7 22.58 

Year 90s-00s 17 54.84 

Year 00s-10s 7 22.58 

Loc Northeast 5 16.13 

Loc Midwest 6 19.35 

Loc South 9 29.03 

Loc West 9 29.03 

Loc Other 2 6.45 

Type Experimental/Causal 18 58.06 

Type Correlation/Any Relationship 7 22.58 

Type Survey/Questionnaire 6 19.35 

SCat At Most Two 6 19.35 

SCat Multiple Sessions 8 25.81 

SCat Weeks to Months 12 38.71 

SCat Year at Least 5 16.13 

 

Note. Relevant counts and percentages for analyzed variables. ES = Effect size; n = sample size; OCM = Outcome Type; PGV = Primary 

grouping variable; ESDIR = Effect size direction; Year = Study Year; Loc = Location; Type = Study Type; SCat = Categories for Number of 

Sessions. 

Based on the statistical information found from the models, did significant predictors exist within the models? Significant predictors did exist 

within the models. There were a total of 48 influential points during linear model testing for beta weights. Values from Yager (2008), Unrau and 

Schlackman (2006), Baker and Wigfield (1999), and Devers et al. (1994), were frequently found within the influential points. The Clmm2 

models produced significant results as well. For the first model in Level 1, there were significant results found in terms of sample size and effect 

size within the large category (p < .001).  For the second model, significant effects were shown within sample size, but this time the trend was 

found among all ranks (p < .001). The Level 2 models showed no significant estimates of effects within their results (p > .05).  

From the results within Level 1 RANCOVA modeling, it was determined that time had an influence on effect size when paired with sample size 

as a covariate (p = .042). The variables of time and type of groups (independent or dependent) had an influence on effect size when accounting 

for direction as a covariate (p < .001).  This was also true when accounting for variation (p = .004 for group; p = .002 for time). Through 

principal component analysis with the raw data as recommended by Hayden (2018) and Winter (2013), it was determined that sample size 

accounted for 72.2% of the variation and effect size variance accounted for 27.8% of the variation.  

 

Were there data trends that stood out within the data? There were unique data trends and unique inconsistencies. The assumption of linearity was 

not met for the mixed-effects models before or after transformations.  Residual results and plots from the R packages indicated patterns 

inconsistent with normal and linear distributions. For non-parametric y ~ x correlation testing, the results of both Spearman Rho and Kendall Tau 

showed significant correlations between pairs: a) sample size and study type, b) id and study type, c) sample size and time sessions, d) sample 

size and effect size variance, e) id and sample size, f) effect size direction and id, g) effect size direction and variance, and h) id and effect size 

variance. Significant correlations are shown in Table 3.   

Table 3 

Significant correlations between fixed and random effects 

x 

(Variable 1) 

y 

(Variable 2) 

Spearman Rho 

(coefficient) 

Spearman Rho 

(p-value) 

Kendal Tau 

(coefficient) 

Kendall Tau 

(p-value) 

n Type - .419 .019 -.332 .023 

id Type - .795 < .001 -.698 <.001 

n SCat .376 .037 .296 .035 
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n var .767 < .001 .581 <.001 

id n .553 .001 .399 .002 

ESDIR id .400 .026 .332 .029 

ESDIR var .429 .016 .356 .019 

id var .421 .019 .308 .015 

Note. n = sample size (fixed effect); Type = study type (fixed effect); id = identification number (random effect); SCat = time sessions (fixed 

effect); var = effect size variance (random effect); ESDIR = effect size direction (fixed effect). 

Out of the eight correlations found, four correlations involved sample size. Four involved id number as well, which was given after studies were 

reread for sorting purposes.  The lowest significance values were found between a) id and study type and b) sample size and variance. Bivariate 

normality was tested using Shapiro-Wilk (SW) and Kolmogorov-Smirnov (KS) within the EZR package and RCommander. Residual structures 

for each variable indicated non-normality and nonlinearity except in the case of the id variable, which had a p = .247 on the initial SW test for 

normality. The p value increased to p = .996 using the KS test.  

Multivariate normality was tested using the MVN package. Royston and Mardia were the recommended tests. The testing had three sections: 

multivariate normality, bivariate normality, and descriptives. For Mardia, only partial requirements were met for some of the pairs. Overall, 

many of the pairs did not show normality (p < .05). Royston‘s tests indicated that no pair had multivariate normality (p < .05). Both tests did 

conclude that id had normality by itself (p > .05), which was also found within the bivariate tests already performed on the variable. For the 

effect size (Hedges‘ g), the top nine studies had an effect size over one. This result is statistically possible but rare in terms of effects size. Table 

4 shows the top 11 effect sizes, including the previous study done by Dreger (2017). 

Table 4 

Top 11 Means, Standard Deviations, and Effect Sizes from Effects Modeling, Sorted by Effect Size Magnitude (High to Low) 

Study   CM CSD EM ESD g Vg 

Yager (2008)       .16      .27       .50       .16 18.505 1.038 

Baker and Wigfield (1999)     2.85      .26   25.94   28.61 11.491   .166 

Unrau and Schlackman (2006)     2.82      .01     2.71       .01 -7.419   .034 

Novak and Hammond (1983)     2.34      .00     7.33     1.44  3.619   .549 

McDonald et al. (2014)   23.80    4.50   11.93     5.46 -1.897   .727 

Popkin and Skinner (2003)   46.76  31.13   54.12   37.66  1.796   .306 

Hansen and Lignugaris/Kraft (2005)       .12      .14       .31       .03  1.772   .289 

Lynch et al. (2009)   73.67      .00   91.75     1.90  1.671   .254 

Swain and McLaughlin (1998)   54.50  22.52   83.00     2.16  1.549   .528 

Devers and Bradley-Johnson (1994)   94.03    5.30 103.10     6.87    .856   .105 

Dreger (2017)   79.76    2.07   65.94     3.71   -.843   .017 

Note. CM = Control Group Mean; CSD = Control Group Standard Deviation; EM = Experimental Group Mean; ESD = Experimental Group 

Standard Deviation; g = Hedges‘ g (Effect size); Vg = Effect Size Variation

. 

Treatment effects and traits found in (a) Yager (2008), (b) Unrau 

and Schlackman (2006), (c) Baker and Wigfield (1999), and (d) 

Devers et al. (1994) carried more weight than the other 27 studies. 

Three out of the four studies had performance-based reinforcement 

as a focus. When adding all the 31 effect sizes together, the sum of 

the effects is 33.28, and most of that can be found within Yager 

(2008) and Baker and Wigfield (1999) alone. Just adding those two 

effect sizes together gives a total of 29.996. What both of the 

studies had in common were the location and the study type.  

Discussion 
Based on the information found in the first research question, the 

researcher found that the amount of influence depended on sample 

size and approach. A high, positive treatment effect was found as a 

whole; however, what works for students in individual classrooms  

 

may not show up as having much effect in the general sense. To 

get a better idea of what can work, more details have to be given 

about specific studies. The literature from Yager (2008), Baker and 

Wigfield (1999), Unrau and Schlackman (2006) and others such as 

Schweyer (2022) and Swain-Bradway (2017a, 2017b) indicate that 

positive effects from token reinforcement are possible, especially 

when they are based on the needs and goals of students. Having 

goals, standards, and objectives that are academic in nature, 

whether they are used for short-term performance or long-term 

mastery of skills, not only are an important focus for educators, but 

they also are reasonable components to include when developing 

instructional interventions about reinforcement. Not all studies had 

positive effect sizes, but the ones that did often cited 

generalizability as a limitation. The top two effect sizes were found 

with Yager (2008) and Baker and Wigfield (1999), but both had 
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issues with generalizing the results beyond their participant pools 

(Dreger & Downey, 2022). Both were major influences in the study 

model, but they were not true experiments or quasi-experiments. 

Yager (2008) contained survey research for middle school students 

in Mississippi. Baker and Wigfield (1999) included a variety of 

case-based assessments in their analyses as well as the 

administration of the Motivation for Reading Questionnaire. Both 

were studies that involved surveys or questionnaires. They did not 

focus on the same outcomes. Yager (2008) focused on school-wide 

behavioral reinforcement (n = 60), and Baker and Wigfield (1999) 

encouraged the use of performance-based incentives and 

motivation-based incentives for groups of students (n = 370). Out 

of the 31 studies, there were 18 (58.06%) that were experimental, 

quasi-experimental, or causal-comparative in nature. Only six 

(19.35%) used surveys or questionnaires.  

The results from the second research question indicated that 

accurate models based on MTSS, PBIS, RTI and similar 

frameworks did not follow what is typically expected of the 

general population. Parametric modeling assumes a bell-curve, also 

known as a normal distribution. In practical terms, it is unrealistic 

to expect this when dealing with student support systems. If the 

goal is for all students to meet or exceed the standards and 

expectations that are placed on them, then the model for that would 

have to be non-parametric on one or more levels, with allowances 

for both fixed and random occurrences. Some support systems, 

such as the ones found in Gaughan (1985), Hansen and 

Lignugaris/Kraft (2005), Lynch et al. (2009), McDonald et al. 

(2014), and Popkin and Skinner (2003), only address students with 

atypical behaviors and needs. All had positive treatment effects 

except for McDonald et al. (2014), which focused on behavior-

based incentives. Hansen and Lignugaris/Kraft (2005) also focused 

on behavior, but the remaining three studies encouraged the use of 

performance-based incentives that were based on the participants‘ 

needs and preferences. Performance-based incentives tended to 

show more positive effects overall than other incentive types (i.e., 

behavior, motivation, and combination). The findings revealed that 

token use was not automatically detrimental to targeted outcomes. 

The drawback is that when looking at results from an overall 

standpoint, it is hard to determine what should be kept and what 

should be discarded in order for token reinforcement to have long-

lasting, game-changing effects that work for middle school 

students. When it comes to model selection and model fitting, 

being able to determine non-normal distributions, specific non-

parametric variables, and statistical software for handling such data 

helps to show how practical studies are and how they actually 

differ from ideal expectations of what researchers would like to see 

(Foldnes & Olsson, 2016; Gu & Ma, 2005; Noguchi, Gel, Brunner, 

& Konietschke, 2012; Tremblay & Newman, 2015; Tsangari & 

Akritas, 2001; Zuur, Ieno, Walker, Saveliev, & Smith, 2009).  

In terms of the hypothesis, the results did not show what was 

expected by the researcher. All levels showed non-normal results 

with high heterogeneity, and they had to be transformed in order to 

be properly fitted with the appropriate models. Upon further 

inspection within the transformed models, significant predictors 

existed with student-level variables (Level 1) and not with school-

level variables (Level 2). Therefore, all models showed that the 

token systems were mostly influenced by students‘ needs and the 

classroom environment at the time of instruction. There were 22 

studies that had performance as an outcome, but outcome was not 

found to be a significant influence on effect size for the studies on 

either level. What was a major influence was time, specifically 

whether or not groups were time-based in nature. The top 11 

studies, when sorted by magnitude, mostly had time-based designs. 

This means that treatment strength tended to show up higher with 

time-based designs. Time-based designs in this circumstance 

usually have dependent grouping, where the same group of 

participants are observed before and after a specific type of 

reinforcement. This differs from treatment-based designs, where 

independent groups receive different treatments over a similar 

period of time. Within the study data, time-based designs tended to 

have small groups. It is important to note that in this study, larger 

sample sizes tended to have higher positive effects, but smaller 

sample sizes tended to have higher magnitude.  How is this 

possible? There are two explanations for this: (a) Some studies 

carry more statistical weight and influence than others in the 

calculations, and (b) Effect size direction is not the same as 

magnitude. Based on the data, the most appropriate reinforcement 

design that is likely to produce strong results is one with a time-

based design. Although Yager (2008) is a treatment based design, 

there are seven studies in the top 11 that are time-based. Treatment-

based designs and time-based designs with medium or large sample 

sizes are likely to have strong influence and positive effects. Baker 

and Wigfield (1999), Devers et al. (1994), Unrau and Schlackman 

(2006), and Yager (2008) had the most influence within the 

calculations. Two had time-based designs and two had treatment-

based designs. Out of these four, sample size ranged from 25 

participants for Devers et al. (1994) to 470 participants for Unrau 

and Schlackman (2006). The study year and length of sessions are 

separate variables with no significant predictive power. Therefore, 

educators and researchers need to pay more attention to treatment 

timing according to instructional groups and activity changes 

within those groups.  This supports the ability group influence 

found within Dreger (2017) since teachers design their lessons in 

ways that take into account the amount of time they want to spend 

on instructional activities and how students need to be grouped for 

instructional support.  The meta-analysis also supports the idea that 

different systems can produce different results, and reinforcement 

systems can be successful with students who have different 

learning needs, behaviors, and personalities. Teachers‘ perceptions 

and expectations may not always align with statistical results.  

There are various implications that exist because of the modeling 

procedures completed within this article. Firstly, it is possible to 

model incentive effects and probable influencers in a way that is 

relevant to the school system today. Similar to the structure of the 

meta-analytic models discussed, teachers and researchers can 

propose one overarching intervention support system that works 

with different incentive systems. Each incentive-based subsystem 

can be implemented simultaneously within the one system. MTSS 

can be utilized for this arrangement because it facilitates the use of 

a tiered support system with a variety of supports in place for 

students. Secondly, it is possible to have positive treatment effects 

for token interventions as a representative whole, even if not all 

studies support the positive finding. The supports included in a 

reinforcement system could be arranged or changed according to 

actual evidence-based results; however, it is important to allow for 

diverse systems without compromising practical integrity. Thirdly, 

decision-making about intervention use can be more tailored to 

students‘ needs since it is known statistically where strengths and 

weaknesses exist within the educational studies discussed. 

Heterogeneity, sample size, variation, and instructional timing are 

all important factors to consider during implementation of token-
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based incentives. Future meta-analytic models can and should be 

created with these and other variables in mind.  

Recommendations 
The reason mixed-effects modeling is important in research and 

practice is because it represents situations that have clear 

influencers (fixed effects) and situations that have unpredictable 

influencers (random effects). This is needed if educators, 

researchers, and individuals want to determine possible 

explanations for outcomes in a way that is actually supported by 

factual statistics. When explaining an evidence-based treatment 

that could be adopted into schools and businesses, there needs to be 

a determination of why it is important on a larger scale or how it 

would need to be modified to work with different types of people 

who come from diverse backgrounds.  

With this in mind, one recommendation is to use sampling 

techniques that reflect the typical classroom setting in the region of 

the study. Instead of using reinforcers just for struggling students, 

educators can identify a subset of students that are representative of 

different types of learners. There are too many studies within 

reinforcement that have limitations in terms of generalizability. 

Using frameworks such as RTI, PBIS, and MTSS to inform 

decisions would help to make supports more accessible for 

different learners. Encouraging more social, electronic, and 

network-based reinforcement in studies in addition to what is 

available out there helps modernize the practice of reinforcement 

for all those involved. Having participant groups primarily based 

on treatment and not age or ability helps to mitigate undue 

influences seen with time-based scheduling.  There will be 

elements of time present during schooling, but the amount of focus 

given to time is something that needs to be planned in advance 

when discussing instructional supports.  

Reinforcement systems are usually developed as a way to regulate 

past behavior, but they are also used in order to encourage future 

behavior.  Reinforcement systems, in other words, are not just 

feedback systems. They are feed-forward systems as well. 

According to Andreas (2012), feed-forward systems are known as 

‗strategic planning‘ or ‗backward planning‘ (p. 41). Systems that 

are goal based and outcome based would be feed-forward in 

nature. More research and instructional supports should include the 

concept of feed-forward systems so that future studies on 

reinforcement can determine essential differences in the feedback 

and feed-forward processes.  

Future research also needs to be available that gives more 

statistical depth to projects on motivation. Many traditional studies 

have been experiments or surveys with simple behavior tracking. 

More complex and mixed methodologies that involve parametric 

modeling, non-parametric modeling, observations, interobserver 

agreement, member checking, reliability statistics, triangulation, 

and interviews  are strongly encouraged. Researchers who use 

modeling effectively can generate descriptives for central tendency, 

descriptives for dispersion, fixed effects modeling, mixed effects 

modeling, random effects modeling, or some combination of 

models.  

Conclusion 
Mixed-effects modeling can represent outcomes and possible 

influencers in a practical way because it takes into account not only 

the expected, but also the unexpected. The predictive, statistical 

modeling within this article helped to determine important 

reinforcement effects as well as a more generalized treatment effect 

size that could apply to middle school students as a whole. 

Essential conclusions can be reached from the data: (a) the number 

of participants can impact treatment practicality and (b) group 

structure and variation can influence treatment results. Participants 

and the treatment variation are major factors in whether or not a 

treatment has practical significance. Statistically speaking, small 

sample sizes are not ideal for calculations. The more unique the 

group characteristics are, the less likely the treatment effects would 

have the same effects on a generalized sample. The actual group 

selection and treatment group determination can influence 

treatment effect size, and enough standardization in research 

methods should be in place so that statistical results are more likely 

to align accurately with previous results.   

The example models shown in this article help represent concepts 

beyond words or emotional appeal. A model can be generated 

which yields results that educators and researchers can use. 

Determining the appropriate supports based on students‘ needs is 

essential to do, and creating better standards that give instructional 

flexibility is a step in the right direction. The results of this article 

provide more complexity to the issue of incentive use in schools. It 

ultimately provides strong encouragement for practical modeling 

of causes and effects, which is of interest to those who like to 

utilize rigorous, credible strategies for meeting and exceeding 

expectations. 

 

Appendix A 

Strategy Checklist (Validity and Reliability) 

No of Internal Validity Issues Addressed: /10 (10 Items)  

☐ History  

☐ Maturation  

☐ Regression  

☐ Selection  

☐ Mortality  

☐ Diffusion of treatment  

☐ Compensatory/resentful demoralization  

☐ Compensatory rivalry  

☐ Testing  

☐ Instrumentation  

No of External Validity Issues Addressed: /3 (3 Items)  

☐ Interaction of selection and treatment  

☐ Interaction of setting and treatment  

☐ Interaction of history and treatment  

No of Suggested Strategies Employed (Validity): /13 (13 Items)  

☐ Triangulation  

☐ Member Checking  

☐ Peer Review  

☐ Detailed Description  

☐ Bias Clarification (if warranted)  

☐ Presentation of discrepancies  

☐ Time in Field  

☐ Debriefing  
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☐ Auditing  

☐ Replication  

☐ Theory/Theme Generation  

☐ Coding  

☐ Other  

No of Suggested Strategies Employed (Reliability) /6 (6 Items)  

☐ Instrument Consistency (Time)  

☐ Instrument Consistency (Type)  

☐ Multiple Readings  

☐ Statistical Analyses  

☐ Agreement Protocols  

☐ Other 

TOTAL: /32  =   ____% 

 

Appendix B 

Modeling Methods Checklist 

Checklist: Multivariate Mixed-Effects Modeling 

    1. Gather Data  

       A. Choose relevant hardware and software for organization. 

    B. Create a data table of information. 

    2. Create the Model(s)   

         A. Create variables based on your data that are compatible 

with the software. 

         B. Construct the relevant model or models.  

    3. Test Assumptions 

         A. Linearity  

              • Plot residuals of relevant variables in numeric form.  

              • Create transformations for non-linear continuous 

variables.  

         B. Collinearity/Covariance 

              • Determine if relationships and covariance exist with any 

effects.  

              • Have categorical variables as numerics in correlations.  

              • Determine if models fit within the parallel, equal, or no 

model assumptions. 

         C. Independence/Influential Data 

              • Determine if groups exist completely independent from 

each other.  

              • Explore possible influences using additional commands 

found in R. 

         D. Equal Variances  

              • Aggregate effect sizes and determine appropriate 

variables for all studies.  

              • Run heterogeneity tests, determine z-scores, and run 

transformations if needed.   

         E. Normality  

              • Determine univariate normality.  

              • Determine multivariate normality/residual normality.  

    4. Test the Model(s) 

         A. Use multiple rounds (at least 3) for retesting assumptions 

and models.  

         B. Perform ANOVAs and/or ANCOVAs for clarification. 

    5. Interpret the Data 

         A. Identify corroborative analysis, plots, supportive 

resources, and fact-checking procedures. 

         B. Document possible attributions/influences if they exist. 
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